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Abstract:

We propose a criterion, called ‘maximal redundancy detection’, which can be applied to onset detection in time series. The concept redundancy is adopted from information theory and indicates how well part of the signal can be explained by an underlying model. It is shown that parts of the signal which show local maxima in redundancy are a good indication for an onset. It is proven that ‘maximal redundancy detection’ is a statistical asymptotical optimal detector for AR-processes. The detector also accounts for potential non-Gaussianity of the time series and innovations in the AR-process. Several applications are proposed where the concept has been applied successfully. 

The criterion is further compared with traditional onset detection techniques for the movement initiation problem.
Presenter: Gert Van Dijck

University, Research Group: Katholieke Universiteit Leuven, Computational Neuroscience Research Group.

Position: Ph. D. student

Presentation preference: Oral

