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Summary

An estimation of distribution mechanism is added to the so-called canonical particle swarm optimizer. The resulting algorithm uses the information gathered
throughout the optimization process, to probabilistically guide the particles’ movement towards the estimated promising regions of the search space. Our
experiments show that the new algorithm is able to find similar or better solutions than the canonical particle swarm optimizer but with fewer function
evaluations.

Motivation
In particle swarm optimization algorithms, the
swarm as a whole does not exploit its collec-
tive memory (composed by the set of vectors
that represent the particles’ previous best po-
sitions) to guide its search. This causes a re-
exploration of what should already be known
as bad regions of the search space, wasting
costly function evaluations.

 0
 2
 4
 6
 8
 10
 12
 14

-3 -2 -1  0  1  2  3

-3

-2

-1

 0

 1

 2

 3

The estimation of distribution particle swarm optimizer (EDPSO)

EDPSO estimates the distribution of promising regions by using mixtures of weighted Gaussian functions.
Weights represent the quality of different search regions. EDPSO works as a canonical particle swarm
optimizer under the condition that particles do not try to move too far from good regions. In such a case,
EDPSO substitutes the move with a sample from the probabilistic model.
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Experiments and Results

Experimental Setup

We compared the canonical PSO and EDPSO on five well-known
benchmark functions (Sphere, Rosenbrock, Rastrigin, Griewank,
and Ackley).

We ran 30 independent runs for each function in 30,40 and 50 di-
mensions for a maximum of 120 000, 160 000, and 200 000 func-
tion evaluations (i.e., 4000 iterations) respectively. The number of
particles k was equal to 40.

The following table shows the algorithms’ parameter settings
used in our experiments.

Algorithm Parameter Value

Canonical PSO
ϕ1 2.05
ϕ2 2.05
χ 0.729

EDPSO

ϕ1 2.05
ϕ2 2.05
χ 0.729
q 0.1
ξ 0.85

The parameter q > 0 determines the degree of preferability of
good solutions. The smaller q, the stronger the preference of the
best solutions to guide the search.
The parameter ξ > 0 controls the wideness of the chosen Gaus-
sian function. The smaller ξ, the narrower the range over which
EDPSO searches.

Results
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Conclusions
In EDPSO, the particle swarm’s collective memory is used to contain the movement of the particles within the most promising regions of the search space.
EDPSO operates as a canonical particle swarm optimizer whenever the estimation of distribution mechanism does not contain the movement of particles.
When a particle tries to move too far from a good region, EDPSO substitutes the move with a sample from a probabilistic model. In many cases, EDPSO
finds better solutions than the canonical particle swarm optimizer; however, speed is sometimes sacrificed.
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